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01 Background

NICDisk acc ……Devices
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OS

App
Docker
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Application App App App

bugs

Kernel  Bugs

 Kernel Live patch to fix the bug
 No live patch for some bug
 Manager Different

 Live migration APP/VM & Reboot
 No way to the pass-thought device
 Large memory to transmit

For Example

Machine: Bare-Metal Server Kunpeng 920
Memory：380G
Application：Mysql (DB)

* Different to transmit some memory



1.1 Instant OS Updates via Userspace Checkpoint-and-Restart

2016 USENIX Annual Technical Conference – Georgia Institute of Technology



1.2 Seamless Cloud System Upgrade with VMM fast Restart

2019 KVM Forum – Jason.zeng@Intel.com



02 Froze/Resume the Application

* Migration the Application/VM to the Same Machine, the Machine exist at the different time  

App & VM

App & VM

Froze Dump Resource Kexec

Resume Restore Resource Boot

old

new

QEMU： qemu save/restore
CRIU： criu dump/restore
DMTCP：dmtcp save/restore 



03 Keep Memory 

Write the copy of application memory 
into disk file, data will be large and get 
poor performance.  For example will write 
4.1G memory copy into disk.
No copy and no write ，only keep the 
app into memory (Pin memory).



3.1 Pin application memory 
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3.2 keep user memory unchanged in new kernel 

Record memory mapping relation

App exit

App App’

Reserved memory physical pages 

Pin memory physical pages

Application memory area
criu
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3.3 keep kernel memory unchanged in new kernel 

Pin slub controller
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Restore state

pin

*Create pin slub controller to manage the old kernel pages which need to keep constant 
While booting the new kernel.



04 Kernel Fast Boot 

 CPU currently booting 

 Pre decompress kernel & initrd

 Memory Defer initialization

 Deferring device driver probe

 Deferring device initialization

 Avoid unless device scanning

 NIC PHY issue



4.1 CPU Parallel booting

 Current CPU sequence boot, each ARM core  boot will elapse 0.036s. 

 Modify CPU booting. Parallel CPU initiation will shorter the duration (0.0004s). 



4.2 Pre decompress kernel & initrd

 Decompress bzImage to Image(vmlinux) before kexec

 Enhance kexec-tools to support for original kernel image

 Decompress initramfs.gz before kexec

 Unpack initramfs to ramfs in RAM before kexec



4.3 Memory Defer initialization

mm: parallelize deferred_init_memmap()



4.4 Deferring device driver probe

drivercore: add driver probe deferral mechanism



4.5 Deferring device initialization

 Deferring device driver, only defer the driver for the same, but sometime we only want to 
defer some device probe, for example:

 Deferring device initialization when the device add system, we only active one hns3 NIC, 
other will be defer.



4.6 Avoid unless device scanning

Some device no change, no rescan the device.  We store some 
initialize information into reserve memory, use the information when 
reinitialize the device.

 PCI Scan information

 SATA disk scan information

 ……



4.7 NIC PHY issue

When NIC reset PHY and reload firmware, the NIC transports no package input system 
until  3-5s later. No network, the downtime of the application will be poor.

 Modify the driver of the NIC，no reset PHY and reload firmware when quick reboot. 

* Should sure the state correct，as no reset PHY



05 Keep Device State 

State 
Information

kexec

old new

State information：reserve memory to save device state information

* Caution: must concurrent device state and kernel driver information



06 Demo -- Benchmark



07 Todo

 Open Source to openEuler

 Replace CRIU with kernel module

 Standard Device State Process

 Faster Kernel boot 

 Multi Kernel parallel initialization
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